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Advancing lake and reservoir water quality management with near-term,
iterative ecological forecasting
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J. Bookout ,a* Rachel S. Corrigan ,c* Vahid Daneshmand ,b* Alexandria G. Hounshell ,a* Dexter
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R. Quinn Thomas c*
aDepartment of Biological Sciences, Virginia Tech, Blacksburg, Virginia, USA; bDepartment of Electrical & Computer Engineering, University of
Florida, Gainesville, Florida, USA; cDepartment of Forest Resources and Environmental Conservation, Virginia Tech, Blacksburg, Virginia, USA

ABSTRACT
Near-term, iterative ecological forecasts with quantified uncertainty have great potential for
improving lake and reservoir management. For example, if managers received a forecast
indicating a high likelihood of impending impairment, they could make decisions today to
prevent or mitigate poor water quality in the future. Increasing the number of automated, real-
time freshwater forecasts used for management requires integrating interdisciplinary expertise
to develop a framework that seamlessly links data, models, and cyberinfrastructure, as well as
collaborations with managers to ensure that forecasts are embedded into decision-making
workflows. The goal of this study is to advance the implementation of near-term, iterative
ecological forecasts for freshwater management. We first provide an overview of FLARE
(Forecasting Lake And Reservoir Ecosystems), a forecasting framework we developed and
applied to a drinking water reservoir to assist water quality management, as a potential open-
source option for interested users. We used FLARE to develop scenario forecasts simulating
different water quality interventions to inform manager decision-making. Second, we share
lessons learned from our experience developing and running FLARE over 2 years to inform
other forecasting projects. We specifically focus on how to develop, implement, and maintain a
forecasting system used for active management. Our goal is to break down the barriers to
forecasting for freshwater researchers, with the aim of improving lake and reservoir
management globally.
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Introduction

Water quality in lakes and reservoirs around the world is
becoming increasingly variable as a result of human activ-
ities (reviewed by Jiménez Cisneros et al. 2014). For
example, the prevalence and duration of hypolimnetic
anoxia is increasing in many lakes because of climate
and land use change (Jenny et al. 2016), yet waterbodies
are simultaneously experiencing more powerful storms
that initiate mixing and increase oxygen availability
(Prein et al. 2017), resulting in large day-to-day changes
in oxygen concentrations (e.g., Perello et al. 2017). The
increasing variability of many water quality metrics out-
side the envelope of historical conditions makes it chal-
lenging to anticipate future water quality, putting a

substantial strain on managers responsible for provision-
ing critical lake and reservoir ecosystem services on a
daily basis (Brookes et al. 2014, Khan et al. 2015).

The emerging discipline of ecological forecasting
provides a novel approach for preemptively managing
lakes and reservoirs in the face of increasing water qual-
ity variability. Ecological forecasting, or the prediction
of future ecosystem properties with quantified uncer-
tainty (sensu Clark et al. 2001, Luo et al. 2011, Dietze
et al. 2018; Table 1), provides a useful tool for managers.
Forecasts provide managers with probabilistic estimates
of future water quality conditions in their focal lake or
reservoir, thus allowing them to take preemptive man-
agement actions to mitigate or prevent water quality
impairment.
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Producing ecological forecasts that are near-term and
iterative both adds to their utility as decision support
tools for managers and advances the science of ecolog-
ical forecasting. While not all ecological forecasts are
near-term or iterative (see Table 1 for definitions), our
focus here is on the forecasts that do meet these criteria
because they enable continuous forecast improvement.
Near-term, iterative forecasts are continually compared
to observed data as they become available. Forecasts are
updated with observations via data assimilation tech-
niques and then fed back into the forecasting workflow
to generate future forecasts (Dietze 2017). The time step
of the near-term forecast model determines how rapidly
forecasts are updated with observational data. Hourly or
daily iterative forecasts require a tightly integrated
cyberinfrastructure connecting sensor data with
models for continuous and ongoing data assimilation
(Table 1).

Quantified uncertainty in predictions (Table 1) propa-
gated fromdifferent sources is also a critical component of
ecological forecasts. We note that although the term fore-
cast is applied broadly in the literature, “forecasts”without
quantified uncertainty are merely predictions (Luo et al.
2011, Dietze 2017; Table 1). Different contributors to
total forecast uncertainty include (1) driver data uncer-
tainty (uncertainty in the model forcing inputs, often
meteorological and/or hydrological for lake ecosystem
simulations), (2) initial conditions uncertainty (uncer-
tainty in the forecast’s starting conditions), (3) model
selection uncertainty (the uncertainty introduced when
using multiple models for forecasting), (4) observation
error (the uncertainty in accurately measuring the vari-
ables being simulated by a model), (5) parameter uncer-
tainty (uncertainty in the model parameters), (6) process
uncertainty (the uncertainty in the ability of a model to
correctly simulate the complex interacting processes

Table 1. Glossary of ecological forecasting terms.
Term Definition Example

Data
assimilation

The process of statistically comparing a forecast with new
observations as they become available to update the forecasted
states and, in some applications, model parameters for the next
time step in the forecasting workflow

Using an ensemble Kalman filter (Evensen 1994, Evensen 2009) to
update yesterday’s forecast of what DO would be today with
today’s observed DO concentration. The updated DO
concentrations serve as initial conditions for tomorrow’s forecast

Ensemble A set of forecast outputs that propagate alternative competing
predictions, enabling quantification of different uncertainty
sources in the forecast

100 unique forecasts of lake phosphorus concentration for next
week created from 100 different time series models (e.g., each
model had a different combination of model predictors), which
can be used to assess uncertainty in model selection

FAIR Best practice data principles that require data to be findable,
accessible, interoperable, and reusable (FAIR; Wilkinson et al.
2016)

Archiving forecast driver data and forecasted states within a
repository that follows FAIR principles, such as the Environmental
Data Initiative repository

Forecast A prediction of a future ecosystem property (or properties) with
quantified uncertainty

Dissolved organic carbon concentrations next week will be
5.2 mg L−1, with 95% predictive intervals ranging from 4.6 to
5.8 mg L−1

Forecast
uncertainty

A quantitative estimate of a forecast’s uncertainty. See partitioned
uncertainty for a list of potential sources of uncertainty that could
be included, often derived from ensemble methods

Estimating that the 95% predictive intervals around next month’s
salmonid biomass forecast would be 3 (SD 0.4) kg ha−1

Hindcast A prediction with specified uncertainty developed for a time period
that has already occurred (i.e., the observational data needed to
evaluate the forecast are already available; Jolliffe and Stephenson
2003)

Weekly zooplankton biomass density forecasts created for last
summer to test a forecasting workflow

Human-
centered
design

An approach to system design that includes the human user in all
aspects of system development (following Kurosu 2011)

Including stakeholders throughout the forecast development (e.g.,
iteratively working with managers to develop the forecast delivery
system and visualizations)

Iterative
forecasting

The process of repeatedly generating forecasts on a regular interval
that are compared with observations when they are available to
update the forecast for future time steps

Producing chlorophyll a forecasts every day and comparing forecast
output with observed chlorophyll a from a sensor. The comparison
includes updating the forecast using data assimilation to inform
tomorrow’s forecast

Near-term Pertaining to the near future (hours to a decade), allowing for quick,
iterative validation of forecast accuracy with new data as they
become available

A forecast of water temperature for the next 2 days in the future

Partitioned
uncertainty

An analysis of forecasts to determine the individual contribution of
different sources of uncertainty to the total forecast uncertainty
(e.g., driver data, initial conditions, observations, parameters,
process, model selection, scenarios). See Dietze (2017) for a
comprehensive explanation of each uncertainty source

60% of the total forecast uncertainty is due to uncertainty in future
weather (driver data uncertainty)

Prediction A quantitative hypothesis of future conditions based on the output
of a model

An estimate that next week’s hypolimnetic iron concentration will
be 0.5 mg L−1

Projection A probabilistic forecast based on an explicit scenario A forecast of DO concentration next week in response to activation
of a hypolimnetic oxygenation system by a manager

Real-time Integrating data into the forecast workflow on the time scale the
data are collected through the use of automated sensors, wireless
data transfer, and cyberinfrastructure

Producing a water temperature forecast for next week using water
temperature data that was collected today and assimilated into
the forecast workflow using an automated sensor network and
cyberinfrastructure

These definitions are adapted from Dietze (2017) and Luo et al. (2011) for a lake and reservoir management focus, unless otherwise specified.
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occurring in an ecosystem), and (7) scenario uncertainty
(the uncertainty introduced when forecasting multiple
future trajectories (definitions adapted from Dietze
2017). Identifying the factors contributing to total forecast
uncertainty can be used to prioritize improvements to the
forecast workflow (Dietze 2017). In addition, knowing the
uncertainty associatedwith a forecastmay allowmanagers
tomakemore informeddecisions about the likelihood of a
forecasted event (Morss et al. 2008, Berthet et al. 2016).

If managers had access to iterative, near-term water
quality forecasts, they could act today to prepare for
or preempt future water quality impairment. For exam-
ple, knowing in advance that a phytoplankton bloom
would occur next week in a drinking water supply
would allow managers to initiate interventions in the
reservoir (e.g., add algaecides, activate a mixing system),
optimize water treatment for toxin removal (e.g., alter
levels of potassium permanganate and activated carbon;
Dugan et al. 2018), or change the depth at which drink-
ing water is extracted for water treatment. Forecasts of
other water quality variables that could be useful for
water managers include water temperature to determine
dam withdrawal schedules (Pike et al. 2013, Weber et al.
2017), organic matter concentrations to preempt poten-
tially carcinogenic disinfection by-product (DBP) for-
mation (Tomlinson et al. 2016), hypolimnetic
dissolved oxygen (DO) to prevent the release of metals
and nutrients from sediments (Gerling et al. 2016,
Munger et al. 2019), and the concentrations of metals
and other contaminants to ensure drinking water safety.

Despite the many potential benefits of ecological fore-
casts, near-term iterative forecasting is rarely used as a
lake and reservoir management tool. Progress has been
made in developing lake and reservoir forecasts (e.g.,
Page et al. 2018, Baracchini et al. 2020), butmultiple chal-
lenges remain, andmost freshwater forecasts to date have
been for river discharge (e.g., Bal et al. 2014, Hague and
Patterson 2014, Caissie et al. 2017, Ouellet-Proulx et al.
2017). Several examples of lake and reservoir water qual-
ity hindcasts (see Table 1) with data assimilation exist
(Recknagel et al. 2014, 2016, Rowe et al. 2016), but few
studies have successfully implemented iterative water
quality forecasts of future conditions using data assimila-
tion (e.g., Kim et al. 2012, Xiao et al. 2017, Xie et al. 2012,
Baracchini et al. 2020). Some studies have developed
forecasting systems with data assimilation for river
water temperatures and discharge operating in real
time (e.g., Anderson et al. 2010, Pike et al. 2013, Ouel-
let-Proulx et al. 2017), but real-time automated forecasts
of future conditions that include biological and chemical
attributes of water quality are rare.

Freshwater forecasters need to develop cyberinfras-
tructure and integrated model-data systems that create

real-time forecasts for future conditions, not just hind-
casts, with full quantification of multiple sources of fore-
cast uncertainty (Table 1). The most commonly
considered sources of uncertainty in freshwater fore-
casts are driver data and parameters. Initial conditions
uncertainty and process uncertainty are occasionally
quantified; however, model selection uncertainty and
scenario uncertainty are rarely quantified (e.g., Huang
et al. 2013, Pike et al. 2013, Kim et al. 2014, Page et al.
2018). Furthermore, among existing forecasts, few
have developed real-time, automated forecasts for stake-
holders (but see Rowe et al. 2016, Baracchini et al. 2020).
Although managers were identified as the end user in all
of these freshwater forecasting studies, the use of
human-centered design methods (Table 1) to develop
and implement forecasts remains rare, or at least is
undocumented in the literature.

The goal of this paper is to advance the implementa-
tion of near-term, iterative ecological forecasts for fresh-
water management. We first provide an overview of a
water quality forecasting system our team developed
for a drinking water reservoir in partnership with a
water utility as a potential open-source option for inter-
ested users. This automated forecasting system is near-
term, iterative, and real-time, generating 16-day horizon
forecasts of water temperature and DO that are updated
with sensor data and delivered to managers every day.
We present results from a case study in which the fore-
casting system was applied to a drinking water reservoir
to guide the management of DO. Because no current
lake or reservoir forecasting system provides managers
with 16-day forecasts showing the future possible
effects of a suite of management interventions (to the
best of our knowledge), the DO forecasts highlight the
potential of scenario-based forecasts for water quality
management. Finally, we share our lessons learned
from operating the forecasting system over 2 years
(2018–present), specifically focusing on how to develop,
implement, and maintain a forecasting system used for
active management. While best practices for ecological
forecasting have been proposed (e.g., Harris et al.
2018, White et al. 2019), these studies provide no guid-
ance on creating forecasts used by managers for deci-
sion-making. Our overarching goal is to break down
the barriers to using forecasting as a tool to improve
lake and reservoir management.

Methods

Study site

Our near-term iterative water quality forecasting system
was developed for Falling Creek Reservoir (FCR), a
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shallow (Zmax = 9.3 m) and small (0.119 km2) dimictic
drinking water reservoir located in southwest Virginia,
USA (37.30°N, 79.84°W), operated by the Western Vir-
ginia Water Authority (WVWA; Gerling et al. 2016). To
combat high nutrient and metal concentrations released
from the sediments during anoxic periods, the WVWA
deployed a hypolimnetic oxygenation (HOx) system to
increase oxygen concentrations and subsequent water
quality of FCR (Gerling et al. 2014). The HOx system
is able to successfully increase oxygen concentrations
in the hypolimnion and decrease the sediment release
of nutrients and metals (Gerling et al. 2016, Munger
et al. 2016, 2019), but oxygen addition is not always
needed to maintain oxic conditions, thereby unneces-
sarily increasing treatment costs during those periods.

We focused on water temperature and oxygen fore-
casts because they were identified a priori by the water
utility as useful for their management. Specifically,
because it is challenging to know how much oxygen to
add to the hypolimnion in advance, forecasts of oxygen
concentrations under varying management scenarios
would be particularly useful for WVWA managers to
determine the minimum required HOx system oxygen
inputs that maintain suitable water quality while mini-
mizing cost. Forecasts of water temperature can also
be used to identify when fall turnover will occur,
which is historically accompanied by severe water qual-
ity impairment as hypolimnetic metals and nutrients are
mixed throughout the water column.

Forecasting system description

We developed a near-term, real-time iterative forecast-
ing system (FLARE: Forecasting Lake and Reservoir
Ecosystems; Thomas et al. 2020a) that integrates water
quality sensor data with models to make 16-day fore-
casts of future water quality (temperature and DO) con-
ditions in FCR (Fig. 1). FLARE updates the forecasts
daily with sensor observations using an ensemble Kal-
man filter and quantifies the contributions of driver
data, initial conditions, parameters, and process to
total forecast uncertainty.

Sensor data and connectivity
Sensor observations are used both as model driver data
and for evaluating and updating forecasts with data
assimilation (Fig. 1). At FCR, weather data are collected
at 1-minute resolution from a meteorological station
(sensors measure air temperature, wind speed, relative
humidity, shortwave and longwave radiation, and pre-
cipitation; Carey et al. 2020c) located on the reservoir
dam. A pressure transducer at a weir on the primary
inflow stream to the reservoir measures inflow discharge
and water temperature every 10 min (Carey et al.
2020a). At the deepest site of the reservoir near the
dam, we measured water temperature at 1 m depth
intervals from the surface to the sediments and DO
using sensors deployed at 1.6, 5, and 9 m depths
(Carey et al. 2020b). Every morning, sensor gateways

Figure 1. Conceptual overview of the daily iterative FLARE workflow from data collection to the creation of model output using real-
time initial conditions and the US National Oceanic and Atmospheric Administration (NOAA) weather forecasts, to the creation of
decision support tools for managers. The managers receive automated forecasts every morning and contribute feedback that is incor-
porated into subsequent iterations of the decision support tools. Color version available online.
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(small computers deployed in the field that connect the
sensors to the Internet) wirelessly transmit the data to a
Git repository in the cloud, where the data are accessible
for modeling using a virtual network (Subratie et al.
2020).

Model, data assimilation, and uncertainty
The meteorological and inflow data transmitted to
GitHub are used as drivers of the 1-dimensional hydro-
dynamic General Lake Model (GLM; Hipsey et al. 2019).
GLM is coupled to Aquatic EcoDynamics (AED) mod-
ules to simulate lake and reservoir thermal structure,
biogeochemical cycling, and plankton food webs. The
default modules include oxygen, carbon, silica, nitrogen,
phosphorus, organic matter, phytoplankton, and zoo-
plankton (Hipsey et al. 2013). Within GLM-AED,
these modules can be turned on or off as needed to
match the complexity of a forecasting application. To
forecast FCR’s thermal structure and DO, the only
AED module that was turned on in our model setup
was oxygen.

The daily data assimilation for FLARE includes 5
major steps that are triggered each morning (Fig. 1;
described in detail by Thomas et al. 2020a). First, FCR
water temperature and DO concentrations are simu-
lated by GLM-AED for the preceding 24 h on an hourly
time step, using observed meteorology and inflow data
as model inputs. The model run is composed of 441
ensemble members, or individual iterations of the
GLM-AED model, which differ slightly in their initial
conditions and their parameters based on the outcome
of prior data assimilation. Second, random noise is
added to the model states (i.e., temperature and DO at
each depth) for each ensemble member to represent
process uncertainty. Third, the ensemble model output
is then compared with the most recent observational
data from the temperature and DO sensors using an
ensemble Kalman filter. The ensemble Kalman filter
statistically combines the model ensemble predictions
and the observations to adjust the model states and
the model parameters to be consistent with the observa-
tions. Fourth, the adjusted model states and model
parameters for each GLM-AED ensemble are then
used as initial conditions and model parameters for a
16-day forecast into the future, using meteorological
forecasts from the US National Oceanic and Atmo-
spheric Administration (NOAA) as driver data. The
16-day forecast includes the key sources of uncertainty
for the system, including driver data uncertainty of
both future weather and inflows. Finally, the outputs
from the ensemble forecast are automatically processed
to create visualizations, which are emailed to water
managers every morning (Fig. 2). The ensemble output

is also archived for future analysis in a GitHub reposi-
tory for versioning control. We refer interested readers
to Thomas et al. (2020a) for detailed information on
FLARE setup and performance in forecasting thermal
structure; here, we focus on DO forecasting and its
application for management.

Oxygenation scenario forecasts

We used the FLARE system to develop scenario-based
DO forecasts that inform HOx system activation and
operation. These DO forecasts build on our existing
infrastructure for water temperature forecasting
detailed by Thomas et al. (2020a) by simulating a
depth profile of DO and including 2 additional GLM-
AED parameters in the oxygen module that are cali-
brated by the ensemble Kalman filter (see
Supplemental Material for detailed DO forecasting
methods, oxygen module configuration, parameters,
and DO forecast performance evaluation).

With these DO forecasts, we can create scenarios
simulating different levels of HOx system operation to
compare potential future hypolimnetic oxygen concen-
trations. This information can be used to determine if
the HOx system should be on or off, and what minimum
level of oxygen managers should add to the hypolim-
nion to maintain water quality. Our iterative forecast
cycle generated 2 different forecasts every day: a forecast
with the oxygenation system activated at full capacity
throughout the 16-day horizon and a forecast with the
oxygenation system kept off throughout the 16-day
horizon.

Results

The contrasting DO concentrations in the 2 oxygena-
tion scenario forecasts highlight the utility of near-
term, iterative forecasting for assisting water quality
management (Fig. 3). From the full time series of DO
forecasts produced for FCR (see Supplemental
Material), we focus on 3 forecasts generated during
varying initial DO conditions in summer 2019. In the
first, the reservoir’s hypolimnion is anoxic at the time
of the forecast on 3 June 2019 (Fig. 3a). If the HOx sys-
tem is activated and kept on, the forecast predicts an
increase in oxygen concentrations above the sediments
to ∼200 mmol m−3 by 16 days into the future (blue
solid line is the mean of 441 ensemble members with
95% confidence intervals represented by the dashed
lines). By comparison, in the absence of HOx system
activation, oxygen concentrations above the sediments
will remain anoxic (red line). The HOx system was in
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fact turned on that day, and daily observations of DO
concentration closely follow the forecast (black points).

Second, by comparison, the HOx system has been
operational for 2 weeks at the time of the DO forecast
on 18 June 2019 (Fig. 3b). If the HOx system remains
activated at current levels, the hypolimnion will remain
oxic (blue line); if the HOx system is turned off, the
hypolimnion will go anoxic within the next 16 days
(red line). The HOx system was actually turned off
that day, shown by the daily DO concentrations (repre-
sented by the black points).

Third, the HOx system has been operational at the
time of the forecast on 2 November 2019, but forecasts
of either scenario (HOx remaining on or turned off)

indicate that adding more oxygen to the hypolimnion
will have a minimal effect, likely because fall turnover
has already happened and the water column is fully
mixed (Fig. 3c). These scenario-based forecasts highlight
that the same decision (e.g., activating the HOx system)
could result in markedly different consequences for DO
concentrations depending on the time of year and initial
conditions at the time of the forecast.

Discussion

Generating forecasts that show the 16-day outcome of 2
different management choices—activating or deactivat-
ing the oxygenation system—is a powerful approach for

Figure 2. Iterative feedback from managers was used to co-design this forecast visualization, which was emailed daily as a decision
support tool (this example was generated on 14 Oct 2018). The left panel shows the turnover forecast, or likelihood of fall turnover
occurring during the next 16 days (% chance calculated across all ensembles). The right panel shows the observed sensor water tem-
peratures during the past week, and mean forecasts of future water temperature at 3 depths with their 95% confidence intervals.
Color version available online.

Figure 3. Scenario-based FLARE forecasts can assist management and operation of the HOx (hypolimnetic oxygenation) system. Three
example cases from 2019 are shown: (a) a forecast for when the reservoir was anoxic and the HOx system was off prior to the forecast,
and (b and c) the reservoir was oxic and the HOx system was on prior to the forecast on 2 different time periods. The red line shows a
scenario in which the HOx system is deactivated for 16 days, and the blue line shows a scenario in which the HOx system is activated
and remains on for the next 16 days. The solid line is the mean of 441 ensembles, and the dashed lines are the upper and lower 95%
confidence intervals of the forecast. The black points show the oxygen observations that actually occurred for that time period. Color
version available online.
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assisting managers in their decision-making. Managers
are given the tools to “see” the direct effects of imple-
menting their decision on the future water quality of
the reservoir. To the best of our knowledge, other fresh-
water forecasting systems (e.g., Page et al. 2018, Barac-
chini et al. 2020) provide future information on lake
or reservoir variables but still require managers to deter-
mine how their decision-making may interact with fore-
casted conditions to affect future water quality. While
the HOx system forecasts are specific to FCR, we envi-
sion that many other management interventions (e.g.,
algaecide addition, manipulation of inflows/outflows,
extraction of water at different depths, epilimnetic mix-
ing) could be implemented in forecasting frameworks to
examine their potential consequences on water quality.

As a result of our experience running FLARE, we
identified 7 major lessons learned that can be used to
develop best practices for other teams interested in
implementing near-term, iterative ecological forecasting
systems for lake and reservoir management (Fig. 4).
Each of these lessons learned directly map onto the
near-term iterative forecasting framework described
earlier for FLARE (highlighted in Fig. 4). We describe
each lesson, with details on our approach and helpful
issues to consider.

Lesson 1: Building and maintaining a forecasting
system takes an interdisciplinary, highly
coordinated team

Near-term, iterative water quality forecasting initiatives
require bringing together researchers from the physical,
natural, social, and computer sciences. Our FLARE
research team was divided into sub-teams by their role
within the iterative forecasting workflow (Fig. 1): (1)
field operations – the freshwater ecologists and environ-
mental engineers who went to the reservoir to deploy,
maintain, and troubleshoot sensors; (2) cyberinfrastruc-
ture – the computer scientists working remotely to
ensure data were being transferred from the sensors to
the cloud; (3) modeling – the ecosystem modelers
responsible for calibrating the lake model, developing
the data assimilation and forecasting algorithms, and
ensuring that the forecasts ran; (4) management/deci-
sion support – the social scientists and project coordina-
tors working closely with the managers to study their
workflows, collect feedback on decision support tools,
and respond to questions and requests; and (5) the man-
agers themselves, who provided feedback regarding the
forecast variables and visualizations and made decisions
regarding the treatment of water from the reservoir. We
envision that a similar composition of personnel would

Figure 4. A conceptual framework for developing and implementing iterative, near-term water quality forecasting for lake and res-
ervoir management. Each of the lessons learned (rainbow-colored boxes) described in the text maps onto the stages of a forecasting
initiative (blue circles). We note that setting up a forecasting system is not a linear process, and thus it is important to revisit earlier
stages throughout the initiative, as denoted by the blue arrows at the bottom of the figure. DO = dissolved oxygen. Color version
available online.
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be needed for other real-time, iterative water quality
forecasting initiatives.

Maintaining a forecasting system operating on a daily
scale increases the time urgency of completing tasks on
schedule and requires near-constant communication.
High task interdependence is common in interdisciplin-
ary teams (National Research Council 2015) but is partic-
ularly heightened in forecasting because of the inherent
time sensitivity of near-term, iterative, and real-time pro-
cesses (e.g., Fig. 1). Communication between different
FLARE sub-teams varied throughout forecasting system
development, setup, and implementation stages. For
example, during the forecasting system setup, the field
operations and cyberinfrastructure sub-teams communi-
cated at least weekly and sometimes daily, while the mod-
eling team and the field operations team communicated
daily to get the model calibrated with field data. As new
sensors came online, these 2 sub-teams had to work
closely together to update the data assimilation code
and workflows. Once the system was operational, the
cyberinfrastructure and modeling sub-teams communi-
cated usually on a weekly basis to ensure software updates
were implemented, but occasionally daily if the forecasts
did not run, as indicated by automated alert email notifi-
cations. The modeling sub-team and managers “commu-
nicated” daily via the automated daily forecast emails
delivered by the FLARE system, which was supplemented
by more frequent communication as needed, based on the
forecast results and water quality impairment. For exam-
ple, if managers needed clarification or help with the
interpretation of the forecast, they would email the mod-
eling team with their request. These time scales of com-
munication emerged organically over 2 years. While the
frequency of communication between teams is inherently
dependent on team member composition, we found that
fortnightly project meetings were needed at a minimum
to ensure operational forecasting and team cohesion.

Lesson 2: Cyberinfrastructure is not trivial

Developing cyberinfrastructure that seamlessly links
sensors, software, data repositories, and models to
create daily iterative forecasts with data assimilation
can be a daunting challenge. FLARE’s cyberinfras-
tructure is geographically distributed, with some
components at the “edge” of the network (sensors
and sensor gateways), some computational and stor-
age resources in the cloud (Git repositories), and oth-
ers at remote servers. Because of the physical location
of resources (in our case, sensors and gateways at
FCR and servers located >1000 km away at the Uni-
versity of Florida), the ability to perform remote
management and troubleshooting is critical. Every

day, data need to be iteratively acquired, transferred,
and acted upon through many stages, including qual-
ity assurance/quality control (QA/AC), model runs,
generation of visualization outputs, and archiving of
forecast products (Fig. 1). Moreover, to avoid depen-
dence on proprietary technology and to enable scal-
ing to other lakes and reservoirs, it is key that all
components of the cyberinfrastructure be based on
open-source software. Furthermore, the cyberinfras-
tructure needs to provide acceptable levels of authen-
tication and access control to ensure the security of
resources and data and be relatively easy to use by
all members of the FLARE team and the reservoir
managers.

With these requirements in mind, 5 key components
of the FLARE cyberinfrastructure emerge. First, distrib-
uted environmental sensors (i.e., the sensors measuring
meteorological variables, water temperature, and DO)
interface to data loggers for data capture and storage
at the reservoir site. The data loggers connect to the sen-
sor gateways, which allow remote management and
orchestrate data transfers to the cloud-based Git repos-
itory. Data are retrieved from the storage Git repository
for execution on cloud computing nodes to drive
ensemble runs of the open-source GLM model. In
FLARE, the sensor gateways, storage repository, and
cloud computing nodes run the Linux operating system
and are connected by the open-source IPOP (IP-over-
P2P) virtual private network (Subratie et al. 2020). All
code orchestrating the FLARE system is written in
open-source programing languages (Bash, C, C++, For-
tran, and R; Daneshmand et al. 2020, Thomas et al.
2020b).

Our team found that computer science expertise was
needed throughout the development and implementa-
tion of our forecasting system workflow, hardware,
and software. Creating an iterative forecasting cycle
running on a daily time step required close collabora-
tion, trust, and a shared understanding of terminology
and best practices from both freshwater ecology and
computer science (following the recommendations of
Carey et al. 2019).

Lesson 3: Let your forecasting goals guide your
modeling approach

Freshwater forecasting systems can use multiple model-
ing approaches that range from simple empirical models
to dynamic lake ecosystemmodels. If the focal lake has a
long time series of monitoring data and only one fore-
cast variable is of interest (e.g., surface chlorophyll a
concentration), empirical models that require extensive
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data for calibration, such as auto-regressive time series
models or machine learning models, may be most
appropriate for forecasting. For applications without
existing long-term data or that require multiple forecast
variables (e.g., chlorophyll a and DO concentrations at
multiple depths), hydrodynamic models coupled to
process-based lake ecosystem models (see Mooij et al.
2010, Hipsey et al. 2015 for an extensive list of options)
may be more appropriate. These models (e.g., GLM-
AED) can reasonably simulate lake conditions without
the need for long monitoring time series, although
some basic data (e.g., bathymetry, current water chem-
istry to initialize the model) will be needed for model
setup and parameterization. Forecasting applications
in which data assimilation calibrates parameters as
more data are collected allow a lake-specific parameter-
ization to emerge, thus improving forecast skill over
time (following Thomas et al. 2020a). Coupled hydrody-
namic–ecosystem models can forecast numerous vari-
ables and may be able to perform better than
empirical models when initial conditions are outside
the historical envelope (Dietze 2017) as well as be
used for forecast scenario development (Rousso et al.
2020).

We chose to use the GLM-AED model for FLARE
because we needed to simultaneously forecast lake phys-
ics (i.e., fall turnover) and chemistry (i.e., DO concen-
trations) for managers, but we had to overcome some
challenges when implementing this modeling approach.
First, the parameterization of GLM-AED can vary by
focal variable, so identifying the most important fore-
cast variables a priori is useful for optimizing calibration
and overcoming model equifinality (when different
parameterizations result in similar answers; Hipsey
et al. 2015). Second, not all hydrodynamic–ecosystem
models are set up for iterative forecasting and daily
data assimilation, which requires running the model
one day at a time, adjusting the model based on sensor
observations and calculating process uncertainty, and
then running the model for the next time step. In our
case, our FLARE modeling team worked with the
GLM-AED developers to add restart capacity to the
GLM-AED model. Third, while the GLM-AED model
allows us to model a suite of different water quality var-
iables, not all applications need that level of model com-
plexity, which is associated with greater computational
requirements. Other model complexity considerations
that will affect computational needs and model run
times include model dimension (0-D, 1-D, 2-D, and
3-D), model time step (e.g., minute or hour) and fore-
casting time horizon (e.g., 16 days).

Each modeling choice has trade-offs; thus, we fol-
lowed the recommendations of Hipsey et al. (2015),

who advocate first determining the main processes
that affect the primary water quality variables relevant
for managers, and then choosing the simplest model
possible to reasonably simulate those variables. In our
particular application, we determined from consultation
with the managers that water temperature and DO fore-
casts would be useful for their decision-making (see Les-
son 5). Forecasting water temperature and DO depth
profiles in a shallow reservoir necessitated a hydro-
dynamic model that simulated the effects of meteorol-
ogy and inflows as drivers of thermal stratification and
subsequent DO availability in the water column.
Because GLM-AED was able to successfully recreate
thermal dynamics in FCR (Thomas et al. 2020a), we
did not need to use a 3-D model, which may be required
for simulating waterbodies with more complex bathym-
etries. Finally, we ran GLM-AED on an hourly time step
for a 16-day forecast horizon, which minimized compu-
tational load but still allowed us to capture sub-daily
variability in thermal stratification. The 16-day forecast
horizon was needed in our application because it usually
takes multiple days to see an effect of activating/deacti-
vating the HOx system.

Lesson 4: Uncertainty partitioning informs
forecast interpretation and forecast
improvement

Quantifying the uncertainty in water quality forecasts
may improve their usability for stakeholders. Specifi-
cally, knowing the likelihood of different forecasted
water quality impairment events (e.g., hypolimnetic
anoxia) may improve managers’ ability to interpret
their risk. For example, a study of managers receiving
flood forecasts revealed that the majority thought that
“adding uncertainties to forecasts bring[s] useful opera-
tional information” (Berthet et al. 2016). When no
uncertainties are provided with forecasts, many stake-
holders will infer their own estimate of uncertainty for
decision-making, which may be biased and less accurate
than quantified uncertainties from forecast models
(Morss et al. 2008, Berthet et al. 2016). Because little is
currently known about manager interpretation of
water quality forecast uncertainty, studying howmanag-
ers respond to different levels of uncertainty will help
improve forecast visualization and decision support
tools.

Our FLARE team found that partitioning the differ-
ent sources of uncertainty in our water quality forecasts
was useful for prioritizing areas for further improve-
ment of the forecasting system. Specifically, in the
FLARE forecasting system, meteorological driver data
have been the dominant contributor to total forecast
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uncertainty at 7–16-day forecast horizons, contributing
more uncertainty than other sources, such as process or
parameters (Thomas et al. 2020a). As a result, we are
confident we have chosen an appropriate model for
our application (as indicated by relatively low process
uncertainty) and that this model is adequately parame-
terized (as indicated by relatively low parameter uncer-
tainty). Thus, to improve the forecasting system, we
should focus our efforts on improving the statistical
downscaling of NOAA meteorological driver data for
our study (as indicated by relatively high driver data
uncertainty). Uncertainty partitioning can also be used
to compare among model structures if several different
models are being considered for a forecasting applica-
tion (Dietze 2017) and can provide a degree of transpar-
ency to stakeholders as to the drivers of forecast
uncertainty. While partitioning uncertainty among
different sources is generally not common in forecasting
studies (Cressie et al. 2009, Raiho et al. 2020), it has
immense potential for ecological forecasters who seek
a robust assessment method for forecast improvement
and to improve interpretation of forecast uncertainty
by managers and other stakeholders.

Lesson 5: Human-centered design improves the
utility of forecasts for managers

A major goal of human-centered design (HCD; Table 1)
is developing a product that can be integrated into the
workflows of its end users. Stakeholders are often reti-
cent to integrating new decision support tools in
already-developed workflows (Callahan et al. 1999,
Pagano et al. 2001), so we emphasize the importance
of HCD methods in every step of forecast development.
Although some forecasters may be hesitant to release
forecasts to stakeholders while the forecast system is
still in active development, an early introduction to
forecasts could enable stakeholder input and increase
stakeholder willingness to use forecasts for decision-
making (Hobday et al. 2019).

FLARE’s HCD consisted of 3 stages. The first stage
was focused on eliciting managers’ water quality con-
cerns in multiple discussions to guide the choice of
the focal forecast variables. For example, these meetings
identified that destratification events (e.g., fall turnover)
pose major management concerns because of the mix-
ing of high concentrations of nutrients and metals
throughout the water column. This information led
our team to choose water temperature as a focal variable
for initial forecasts. In addition, oxygen management
emerged as another water quality concern, as demon-
strated by the water utility’s investment in an HOx sys-
tem and questions about operational practices that

maximized its benefit while minimizing costs. The dis-
cussions were complemented with visual observation
of the water treatment plant operations in a second
stage of HCD to better understand how decision sup-
port tools could be integrated into existing workflows.
The discussions and treatment plant observations
informed forecast delivery, which came via an auto-
mated email that was timed to occur at the beginning
of each day’s morning work shift at the treatment
plant. Third, our team iteratively developed the daily
forecast output visualizations delivered by the email
through multiple rounds of feedback from managers,
resulting in a “final” visualization design that provided
information on the likelihood of fall turnover (Fig. 2).
We found that providing multiple examples of forecast
visualizations was more effective for eliciting feedback
than asking the managers what they wanted in a forecast.
Our visualization represents uncertainty in forecasted
turnover as a percent chance (akin to how weather fore-
casts communicate percent chance of precipitation),
which is calculated from the number of ensemble mem-
bers that predict turnover divided by the total number of
ensemble members (n = 441; Fig. 2). As noted earlier, the
feedback process is iterative, and our team is currently
conducting a new study on the effectiveness of commu-
nicating uncertainty to managers.

Lesson 6: Forecasts should be reproducible and
archived

It is important to follow findable, accessible, interoper-
able, and reusable (FAIR; Wilkinson et al. 2016) data
standards and methods (Table 1) when developing
and publishing forecasts (Harris et al. 2018). Making
data and software open source facilitates collaboration
among forecast team members and reduces “duplicated
efforts” among researchers (Pfenninger et al. 2017).
Throughout our forecasting experience, we have fol-
lowed FAIR guiding principles by making our data, soft-
ware, and forecasts open source and reproducible. Our
forecast code is published with digital object identifiers
(DOIs; Daneshmand et al. 2020, Thomas et al. 2020b),
and updated versions of the code are publicly available
through GitHub (https://github.com/CareyLabVT/
FLARE). All driver data are published with metadata
in the Environmental Data Initiative repository
(https://portal.edirepository.org). Likewise, our fore-
casts are shared with managers through daily emails
and publicly on our website (www.smartreservoir.org).
Other forecasters have set up automated pipelines that
archive forecasts in the Zenodo repository (e.g., White
et al. 2019), which is a promising approach for near-
term, iterative forecast publishing.
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We note several considerations that should be
addressed when making near-term water quality fore-
casts FAIR. While the scientists and managers on our
research team agreed to make our data, code, and fore-
cast products publicly accessible, this objective may not
be possible in all cases. Water quality forecasts for
drinking water supply lakes and reservoirs may contain
sensitive information about water quality conditions,
the frequency of measurements, and the treatment pro-
cess, making the reservoir more vulnerable to potential
attacks. For example, forecasts of fish abundance and
distribution could contribute to overfishing and should
therefore be considered in combination with necessary
legal regulations (Hobday et al. 2019). Researchers and
managers developing forecasts in drinking reservoirs
will therefore need to think carefully about how open
their data and forecasts should be. Furthermore, fore-
casts of water quality within the reservoir may be
difficult for the public to interpret and could add to
more confusion if not disseminated with appropriate
explanation. When choosing the scope of the forecast-
ing exercise, it is important to consider who the forecast
benefits, unintended consequences, and conflicts of
interest. If forecasters decide not to make forecasts
completely FAIR, it may still be possible to make
them accessible to researchers and managers using
secure authentication and appropriate licensing (Wil-
kinson et al. 2016).

Lesson 7: Sustainability plans are needed for
short- and long-term forecasting system
maintenance

Our experience with FLARE has shown that creating a
sustainability plan early in a forecasting project is cru-
cial to ensuring a functioning system over multiple
time scales. Over the short-term (days to years), it is
important to anticipate which components of the sys-
tem should be prioritized for maintenance or updating.
Both hardware (e.g., water quality sensors) and software
(e.g., the code that runs the sensor gateways) will likely
intermittently fail and need to be replaced or updated
through the lifetime of a forecasting system. These
events provide an opportunity to evaluate the need for
that component. For example, forecast performance
might not be affected by the loss of one water tempera-
ture sensor, but the loss of one DO sensor could severely
affect the system’s data assimilation and subsequent
forecast quality. Conducting forecasting system “exper-
iments” in which observational variables, model driver
data, or steps in the forecasting software are selectively
removed provides an important indicator of the fore-
casting system’s robustness and fault tolerance (Hobday

et al. 2019). Moreover, this information can serve as a
form of sensitivity analysis of the overall system and
inform how best to prioritize maintenance. For exam-
ple, because the meteorological sensors at FCR provide
critical hourly resolution driver data to the GLM model,
our field operations team prioritizes the maintenance of
those sensors over the water temperature sensors, which
can easily be supplemented by manually sampling water
temperature in the field. Similarly, we have to constantly
reevaluate the usability of our existing forecasting soft-
ware as new, potentially more robust, technology solu-
tions become available.

Over multiple years, a major issue relating to the sus-
tainability of maintaining forecasts is personnel conti-
nuity. Depending on the composition of the team of
researchers running the forecast system (see Lesson 1),
most institutional knowledge about running the forecast
system could be concentrated among a few individuals.
Consequently, if one of those team members abruptly
leaves the project or transitions to a new position, the
maintenance of the forecasting system could be in ques-
tion. This issue can be alleviated by creating a collabora-
tion plan at the launch of a forecasting project that
clearly specifies the roles of each team member, how
forecasting operation knowledge is shared and docu-
mented (ideally in standard operating procedure
[SOP] documents accessible to all team members),
and expectations for any teammembers leaving the pro-
ject (Bennett et al. 2018). Our team found that building
an editable wiki website that allows collaborative editing
and serves as an up-to-date record on the sensor net-
work components (https://github.com/CareyLabVT/
SmartConnectedCommunities/wiki) was critical for
knowledge transfer among team members.

Finally, over longer time scales (years to decades),
sustainability of forecast delivery is critical because it
has many implications for the research team and stake-
holders. If, for example, funding to support the mainte-
nance of a forecast system ends, how will that affect
water managers that depend on the forecasts for deci-
sion-making? Ultimately, transitioning the forecast
operations to key stakeholder groups may be an option
in some cases, using a model similar to the meteorolog-
ical forecasts operationalized by different countries’
weather services (Hobday et al. 2019). Operationalizing
forecasts by governmental agencies and utilities will
ensure the long-term continuity of the system, but
also has challenges (e.g., Brown et al. 2013, Dietze
et al. 2018). For example, a forecasting system may
need modification before it is transferred from a team
of academic researchers to a governmental agency or
water utility that likely has different goals and organiza-
tional values (Dietze et al. 2018). Further, agency or
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utility staff may not have the interdisciplinary expertise
needed to maintain a forecasting system (see Lesson 1),
potentially necessitating a long-term partnership with
system developers (rather than a simple hand-off of
infrastructure). We are working to generalize and
scale FLARE beyond FCR, with the aim of operational-
izing the forecasting system for other lakes and reser-
voirs over the next 3–5 years. The goal of this scaling
effort is to improve the sustainability of our open-source
forecasting system by demonstrating its utility across a
range of different waterbodies, thereby encouraging its
adoption by other water managers.

Conclusions

The application of real-time, near-term, iterative fore-
casting for lake and reservoir management is in its
nascent stages, providing an exciting opportunity for
this research community to make great progress in devel-
oping and running freshwater forecasting systems. While
our experience and others highlight the challenges of
freshwater forecasting, our goal in sharing our lessons
learned is to assist new research teams as they begin
this endeavor. Given the increased variability facing
many freshwater ecosystems, ecological forecasting has
high potential for improving preemptive management
and minimizing water treatment costs. We also note
that developing a real-time, near-term forecasting system
may not be feasible for all managers. When deciding if a
forecasting system would be useful, we advocate examin-
ing the current financial costs of water quality manage-
ment and calculating if the cost savings gained from
preventative measures triggered by forecasts offsets the
costs of sensors and personnel. If forecasting is a potential
option for your management application, we echo Dietze
(2017); because of the iterative nature of near-term fore-
casting, in which data assimilation will improve models
and forecast performance over time, there is no better
time than the present to get started forecasting lake and
reservoir water quality.
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